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Abstract. In this paper, a novel multi-objective Artificial Bee Colony (MOABC) is proposed for solving 

multi-objective problems. In order to increase optimizer’s solution searching ability, three types of bees’ 

moving behavior is introduced. Also, the strategies selector is proposed to increase bee colony’s utilization 

and solution searching efficiency. In experiments, the IEEE CEC 2009 test functions are adopted and two 

recent multi-objective approaches are taken into comparison. From the results, it can be observed that the 

proposed method performed better than related works.  
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1. INTRODUCTION 
 

The main different between single-object (SO) and 

multi-objective (MO) problems is that MO problems 

contain more than one conflict objective which needs to be 

optimized simultaneously. Unlike single-objective 

problems only have single optimal value (it may have more 

than one optimal solution); multi-objective problems have a 

set of optimal value which called Pareto optimal solution.  

Srinivas and Deb (1994) proposed a Non-dominated 

Sorting Genetic Algorithm (NSGA), which ranks 

populations according to its non-domination characteristic, 

and better non-dominated solutions will have higher fitness 

values. Horn et al. (1994) proposed the Niched Pareto 

Genetic Algorithm (NPGA) which introduced a binary 

tournament selection without assign definite fitness value. 

Once problems contains too many objectives will influence 

its efficiency. 

Zitzler and Thiele (1999) proposed the Strength Pareto 

Evolutionary Algorithm (SPEA), which introduced an 

elitism strategy to reserve extra population which contains 

non-dominated solutions. New found non-dominated 

solutions will be compared with the extra reserved 

population, and kept the better. An advanced version of 

SPEA named SPEA2 (Zitzler et al., 2001) inherited the 

advantages from SPEA and take both dominated and non-

dominated solutions into account to improve fitness 

assignment. The SPEA2 also considered neighbor solutions’ 

diversity to produce and to assign potential local guides.   

Besides, an enhanced version of NSGA named NSGA-

II (Deb et al., 2000; Deb et al., 2002) is proposed. The 

NSGA-II introduces a fast non-dominated approach to 

assign individuals’ ranks; also the crowded tournament 

selection is used for density estimation. Thus, in NSGA-II 

the individual with a lower density count will be chosen 

during the selection process.   

In recent years, many evolutionary algorithm based 

multi-objective optimizer (MOEA) methods have been 

developed and proposed. For example, Campelo et al. 

(2007) proposed the negative selection, danger theory and 

immune mechanisms to improve MO optimizer. Zhang and 

Li (2007) proposed an interested MO algorithm named 

MOEA/D. In MOEA/D, Multi-objective problems will be 

decomposed into a number of scalar sub-problems and they 

will be optimized simultaneously.  

Since artificial bee colony (ABC) is proposed by 

Karaboga (2005), how to apply original or modified ABC 

for solving MO problems becomes a new topic of MO 

optimization. Medina et al. (2013) proposed decomposition 

based multi-objective artificial bee colony named 



 

 

MOABC/D which exhibits well performance in solving 

MO problems.   

Although, there are many MO approaches have been 

developed. How to increase MO optimizers’ solution 

searching efficiency is always an import issue. In this paper, 

the multi movement strategies for food searching are 

proposed for finding better solution easier. Also, crossover 

for bees of colony is proposed to enhance ABC’s solution 

searching efficiency.  

The rest of the paper is organized as follows: Section 2 

introduces artificial bee colony (ABC) briefly, Section 3 

describes the proposed method, Section 4 presents the 

experimental results and the conclusions of this paper is in 

Section 5. 

 

2. ARTIFICIAL BEE COLONY 
 

Artificial bee colony (Karaboga, 2005; Karaboga and 

Akay, 2009) is a novel numerical optimizer which 

simulates bees’ social behavior for foraging in solution 

space for finding global optimal solution and may with 

reasonable constraints. There are two different kinds of 

bees which are employed and onlooker bees in ABCs, will 

try to find new food source (also called solutions). The food 

searching process of employed bees is performed by 

following equation.  

𝑣𝑖,𝑗 = 𝑥𝑖,𝑗 + ∅𝑖,𝑗 × (𝑥𝑖,𝑗 − 𝑥𝑘,𝑗)  (1) 

where i and k is a random integer between [1, ps], i 

and k are two random selected bees, and i is not equal to k. 

The ps represents population size. The j is also a random 

integer between [1, D], the D denotes dimension of 

problems. The ϕi, j is a normal distribution number between 

[-1, 1], x and v are current food source and new food source, 

respectively. 

For onlooker bees, food source selection is according 

to probability which is obtained by equation (2). Except 

that, onlooker bees performs food searching process is the 

same as employed bees. 

𝑝𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑛
𝑝𝑠
𝑛=1

   (2) 

where fiti is fitness value and i denotes the ith bee. The 

fitness value will be updated by following equation. 

𝑓𝑖𝑡𝑖 = {

1

(1+𝑓𝑖)
, 𝑖𝑓 𝑓𝑖 ≥ 0

1 + abs(𝑓𝑖), 𝑖𝑓 𝑓𝑖 < 0
  (3) 

where fi represents objective value of ith bee. If there is 

no better food source can be found within g generations, the 

scout bees will then be activated for new phase of food 

search process and new food source will be random 

produced by following equation. 

𝑥𝑖
𝑟𝑎𝑛𝑑 = 𝑙𝑏 + 𝑟𝑎𝑛𝑑(0,1)(𝑢𝑏 − 𝑙𝑏) (4) 

where xrand denotes a new random produced bee, and lb and 

ub are the search range’s the lower and upper bound 

respectively.  

The steps of ABC are listed as follows. 

Step 1: Initialization bee colony and generated food source 

randomly.  

Step 2: Fitness Evaluations. 

Step 3: Search for new food source by (1) and select better 

food source by evaluate x and v. (Employed bees’ 

phase) 

Step 4: Calculate probability by (2). 

Step 5: Select food source by using roulette wheel and keep 

searching for better food source by (1). (Onlooker 

bees’ phase) 

Step 6: Fitness Evaluations. 

Step 7: Record the best food source of the colony. 

Step 8: If there is no better can be found within limited 

iterations, scout bee will then be activated and try to 

search new food source. (Scout bee’s phase) 

Step 10: Repeat step 3 to 9, until meet termination 

condition. 

 

3. PROPOSED METHOD 

 

According to original ABC’s food searching behavior, 

the current food source xi will be move according to xk. Due 

to the xk is not always better or worth than xi, thus the ϕi, j is 

set as a normal distribution number between [-1, 1]. It is 

waste too much time for finding right direction for better 

food source. In order to overcome the disadvantage, in this 

paper, multi movement strategies are proposed for 

employee bees. 

 

3.1 Multi-Movement Strategies for Employee Bees’  

 

Since single food searching equation may not always 

suitable for all kinds of solution searching situation. Thus, 

in this paper, three kind of food searching process are 

proposed, which will be applied according to previous 

solution searching status. The food searching process of 

employed bees is performed by following equation. 

𝑣𝑖,𝑗 = 𝑥𝑖,𝑗 + ∅𝑖,𝑗 × (𝑥𝑏𝑒𝑠𝑡,𝑗 − 𝑥𝑖,𝑗)  (5) 

where xbest, j denotes best food source of the bee colony 

and xbest, j  ≠  xi, j. The j is represents denotes current 



 

 

dimension between [1, D], and D denotes dimension of the 

objective functions. In this paper, the ϕi, j will be generated 

by following equation. 

∅𝑖,𝑗 = {
∅𝑙 + 𝑟𝑎𝑛𝑑 × ∅𝑢

∅𝑖,𝑗

𝑖𝑓 𝑟𝑎𝑛𝑑 < 0.1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (6) 

where ϕl and ϕu are lower and upper boundary of ϕ, 

respectively. In this paper, ϕl is set as 0.1 and ϕu is set as 0.9. 

Thus, the ϕi, j+1 will be set between 0.1 and 1. Thus, the 

current food source xi will be move and toward to potential 

solution via better food source xbest. 

𝑣𝑖,𝑗 = 𝑥𝑖,𝑗 + ∅𝑖,𝑗 × (𝑥𝑏𝑒𝑠𝑡,𝑗 − 𝑥𝑟𝑎𝑛𝑑,𝑗)  (6) 

where xrand, j denotes best food source of the bee 

colony and xrand, j ≠ xi, j. Also, the ϕi, j will be generated by 

equation (6). 

𝑣𝑖,𝑗 = 𝑥𝑖,𝑗 + ∅𝑖,𝑗 × (𝑥𝑟𝑟,𝑗 − 𝑥𝑖,𝑗)  (7) 

where xrr is random generated food source of solution 

space. It will be generated by following equation. 

𝑥𝑟𝑟 = 𝑥𝑙𝑏 + 𝑟𝑎𝑛𝑑(0,1)(𝑥𝑢𝑏 − 𝑥𝑙𝑏)  (8) 

The one of the three strategies will be applied to 

current food search process according to following 

conditions: 

1. the bees of the colony can find one or more better 

solutions in current generation, and the current population 

size doesn’t equal or less than the lower boundary. The 

existing bees may capable to deal with current solution 

searching procedures. The redundant bees should be 

expelled from the colony to reduce their evolution time for 

speeding up the solution searching progress. Thus, a pair of 

bees with poor information in the colony will be removed 

from the population. For next iteration, the bee number will 

be two less previous iteration. Also, in order to perform 

deep search, equation (5) will be adopted for next iteration. 

2. If bees of the colony cannot find any better 

solution in previous iteration, and the current population 

size doesn’t equal or exceed the upper boundary. A pair of 

new bee, which combining the information of two 

randomly selected bees of the colony, through a crossover-

like information combination to provide useful information, 

will be added into the population. That is, the two newborn 

bees will be placed at a beneficial position to the population 

and involved in the solution searching process in the 

following generation. Also, in order to perform deep search, 

equation (7) will be adopted for next iteration. 

3. If bees of the colony cannot find any better 

solution in previous iteration, and the current population 

size equal to the upper boundary of colony. The bees of 

colony may be trapped into the local optimum during the 

searching process or need a capable guide to lead them 

toward the potential area. Thus, the equation (8) will then 

be adopted.  

4. Once current colony reaches the lower or upper 

boundary, even the bees can find any better solution in 

current generation or not, the colony size will not be 

changed.  

In this paper, the initial colony size is set as 100, the 

lower and upper boundary of the colony is set as 50 and 

200, respectively.  

 

3.2 Crossover 

 

In order to guide bees toward to potential solution 

space for searching better food source, in this paper, the 

crossover is involved. It can prevent convergent 

prematurely.  

The current food source and a randomly selected food 

source will perform crossover to produce elite bee by 

follows: 

𝑒𝑖,𝑗 = {
𝑣𝑖,𝑗

𝑥𝑖,𝑗

𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝐶𝑟1,𝑗

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (9) 

where ei, j denotes potential food source, vi, j represents 

new food sources and xi, j is current food sources. The Cr1, j 

denotes crossover rate of ith food source. Thus, crossover 

will be activated by crossover rate but not applied all the 

time. Similar to equation (6), the crossover rate is set as 

follows. 

𝐶𝑟1,𝑗(𝑡 + 1) = {
𝑟𝑎𝑛𝑑3

𝐶𝑟1,𝑗

𝑖𝑓 𝑟𝑎𝑛𝑑4 < 0.1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (10) 

where t denotes current iteration. If the potential food 

source (pi, j) obtained by crossover-stage is better than 

current food source (xi, j), the current food source will be 

replaced in next iteration. Otherwise, current food source 

will be kept for next iteration. The food source selection is 

performed after crossover by following equation. 

𝑥𝑖,𝑗(𝑡 + 1) = {
𝑝𝑖,𝑗

𝑥𝑖,𝑗

𝑖𝑓 𝑓 (𝑝𝑖,𝑗(𝑡)) ≤ 𝑓 (𝑥𝑖,𝑗(𝑡))

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (11) 

 

3.3 External Repository 

 

The function of the external repository controller is to 



 

 

make decision for adding certain solutions into the archive or 

not. The decision-making process is stated as follows.  

1. If the archive is empty, any new solution NS found 

will always be accepted and stored in external repository 

(Case 1, in Fig. 1).  

2. If the new solution is dominated by any solution in 

the external repository, then the dominated solution will be 

discarded (Case 2, in Fig. 1).  

3. If all the solutions contained in the archive are 

dominated by new solution, then the new solution will be 

stored in the archive (Case 3, in Fig. 1).  

4. Otherwise, if there is any solution in the archive 

that are dominated by the new solution, then the dominated 

solutions will be removed from the archive (Case 4, in Fig. 1).  

 

Fig.1. Possible Cases for External Repository 

 
4. EXPERIMENT RESULTS 

 

In the experiments, all the MO methods were 

implemented by MATLAB 2012b and executed on Intel 

Xeon E5-2650 processor with 128GB RAM on Windows 7 

professional. The maximal number of function evaluations 

(FEs) was set as 300,000 for all problems. Each algorithm 

was executed for 30 independent runs. The results of mean 

values and standard deviation were recorded. 

 

4.1 Test Functions 
 

In the experiments, five unconstrained (bound 

constrained) MO problems of CEC 2009 technic report 

(Zhang et al, 2009) were adopted for testing the proposed 

method with the results compared to related works. The 

selected problems are listed as follows: 

 

 

 

 

 

1. Problem 1 

 

2. Problem 2 

 

3. Problem 3 

 

4. Problem 4 
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5. Problem 5 
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4.2 Performance Metric 
 

In order to fair comparison, the performance metric of 

CEC 2009, which called IGD [16], is also adopted. Let P* be 

a set of uniformly distributed points along the PF (in the 

objective space). Let A be an approximate set to the PF, the 

average distance from 𝑃∗ to A is defined as: 

*

) ,( 
*) ,(

*

P

Avd
PAIGD

Pv 


  (16) 

where d(v, A) is the minimum Euclidean distance 

between v and the points in A. If |𝑃∗| is large enough to 

represent the PF very well, IGD(A, 𝑃∗) could measure both 

the diversity and convergence of A in a sense. To have a 

low value of D(A, 𝑃∗), The set A must be very close to the 

PF and cannot miss any part of the whole PF. 

 
4.3 Experimental Results 

 
Table I presents the mean and standard deviation of 30 

runs of the proposed method, MOABC/D and MOEA/D on 

the five test problems. The best results among the three 

approaches are shown in bold.  

From the results, the proposed method performed 

better results on problems 1, 3 and 4. In problem 5, the 

proposed method proposed similar result to MOABC/D. 

The MOABC/D performed better results on functions 1 and 

5.  
 

Table 1: Results of five CEC 2009 test problems 

MO Method 

Problems Proposed Method MOABC/D MOEA/D 

P1  Results 2.06e-02  8.34e-03 2.32e-02  5.07e-03 3.85e-01  3.76e-02 

P2  Results 1.68e-02  1.01e-03 1.32e-02  3.30e-03 3.17e-01  1.91e-02 

P3  Results 2.74e-02  9.32e-03 7.00e-02  1.94e-02 6.89e-01  3.12e-02 

P4  Results 4.02e-02  3.56e-04 4.15e-02  1.18e-03 1.13e-01  2.42e-03 

P5  Results 2.28e-01  1.62e-01 2.23e-01  5.27e-02 2.67e+00  9.98e-02 

 

5  CONCLUSIONS 

 

In this paper, three kinds of movement strategies for 

food searching are proposed; they will be adopted 

according to previous solution searching status. It can make 

bees performs deep search, wild search and random search 

from solution space. Also, crossover is involved to enhance 

ABC’s solution searching ability. It will make proposed 

MOABC to find the better solutions easier. Five 

unconstrained (bound constrained) MOP test problems of 

CEC 2009 technic report were adopted for experiments. 

From the results, it can find out that the proposed method 

can find better solution than related works. 
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