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Abstract. In recent years, most Japanese university students use Internet portal sites for job-hunting activities 

and many companies also use them for efficient recruitment. From the companies’ viewpoints, there are mainly 

two interests for using an Internet portal site for job hunting: to know the effect of using portal sites for the 

number of students’ applications and to know the effect of recruitment activities on the sites.  

In this study, we apply the mixture model that represents the multi-linear structure between the number of 

students’ applications and recruitment activities. Here, it is difficult to build only an accurate regression model, 

because not only the recruit activities but also external factors of companies such as the brand image have large 

influences on the number of applications. Therefore, we apply a regression model taking account of potential 

factors. Moreover, we discuss the improvement of the algorithm for the mixture regression model in terms of 

the initial setting of the algorithm.  

In order to verify the effectiveness of the method, we demonstrate an analysis by using actual data stored in an 

Internet portal site of job-hunting and show the relationship between the number of applications and the 

company activities for their recruitment.   
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1. INTRODUCTION 
 

In recent years, most students in Japan have been 

using Internet portal site for their job-hunting activities. 

Companies also use Internet portal site for their efficient 

recruitment activities. Companies can provide information 

about recruitment for many students thorough the site. 

Using the site, companies expect to increase the number of 



 

the applications from students. When companies use 

Internet portal site for recruitment activities, there are 

mainly two interests for using an Internet portal site for job 

hunting: one is the estimated value of the number of 

applications from students and another is the impact for the 

number of applications from students by performing some 

kind of recruitment activities. 

In this study, we apply a regression model to verify the 

relation between the number of applications from students 

and recruitment activities (i.e., the objective variable is the 

number of application, and the explanatory variables are 

recruitment activities). Here, it is difficult to build an 

accurate regression model only by applying a general 

regression model. The difficulty of estimating the number 

of the applications that a company acquires is caused by the 

existence of various external factors that can affect the 

number of application from students, (e.g., students’ 
recognition for each company, business conditions, 

reputation, recent news about companies, etc.). In addition, 

basic attributes of company such as industry fields or the 

scale in terms of the number of employees also affect the 

relation between recruitment activities of company and the 

number of the applications from students. 

Therefore, we apply a mixture model taking account 

of potential factors (De Veaux, 1989). For expressing 

difference of the linear structure between the recruitment 

activities and the number of applications, we build plural 

regression models by assuming latent classes and properly 

mix their models. This model improves estimate accuracy 

of the number of applications by fitting the analytical data. 

Moreover, this model discloses the differences of the 

effectiveness of recruitment activities among companies. It 

leads to a more accurate analysis in terms of explanation 

capability.  

Moreover, we consider the initial value problem in the 

algorithm for the estimation of this model. The parameter 

of the mixture regression model can be estimated by an 

iterative procedure based on the expectation maximization 

(EM) algorithm which needs the initialization. Although the 

randomized initialization of parameter is usually used in the 

EM algorithm, it is well known the goodness of the 

acquired parameter depends on the initial value in the first 

step. Therefore, an effective way of initial value setting is 

discussed. In order to fit this model to recruitments data, we 

consider using basic attributes of company such as the 

industry field for initial value. In this study, the aspect 

model (AM) is used for a way to reflect basic attributes to 

initial value in the parameter estimation of the mixture 

regression model. By using basic attributes, a stable and 

high accurate model can be acquired, and we discuss the 

effectiveness of such initial value settings. 

In order to verify the effectiveness of models, we 

demonstrate the analysis and processing by using actual 

data from on an Internet site for job-hunting. 

 
2. PRELIMINARIES 
 
2.1 Job-hunting of University Students in Japan 

 
In this section, the system of job-hunting in Japan is 

introduced to delimitate the job-hunting problem and the 

background of our study. Most Japanese students start job-

hunting activities when they are 3rd year students and 

begin working immediately after their graduation from 

educational institutions such as universities or graduate 

schools. The schedule for job-hunting is decided by the 

Federation of Economic Organizations in Japan; therefore, 

the job-hunting information for almost all companies is 

published at the same time.  

In Japan, most students generally use Internet portal 

sites for job-hunting. Many Internet portal sites for job-

hunting exist, and many students use multiple sites 

simultaneously. Typically, an Internet portal site for job-

hunting provides a comprehensive service from the start to 

the finish of job-hunting activities; the service include the 

entry for an internship, the reservation of a briefing session 

and the reservation of interviews in the employment 

examination of a company. On the other hand, in order to 

convey the information to many students, each company 

publishes information such as job information and their 

appeal information on the Internet portal site.  
 
2.2 Regression Model  

 

The object of this study is to model the statistical 

structures between recruitment activities and the number of 

applications. Here, the recruitment activities are defined by 

implemented activities which a company can take such as 

the implementation of internship or information session.  

Each company is able to select appropriate activities in an 

Internet portal site. Because the effectiveness of 

recruitment activities may be different from one another 

depending on the situation of each company, the detail 

analysis between recruitment activities and the number of 

applications is desirable. 

The most basic model to achieve the above object is a 

regression model (Bishop, 2006). Here, for 𝑙-th company 

out of 𝐿 companies, the explanatory variable vector that 

represents the recruitment activities is denoted by 𝒙𝑙 =
(𝑥𝑙0, 𝑥𝑙1, 𝑥𝑙2, … , x𝑙𝐼)T, the objective variable that represents 

the number of applications from students is defined as 𝑦𝑙 . 

Here, 𝐼  recruitment activities are considered as 

explanatory variables, and T is a transpose of a vector or a 



 

matrix. In this case, the regression model can be defined as 

follows: 

 

 

𝑦𝑙 = ∑ 𝛽𝑖𝑥𝑙𝑖

𝐼

𝑖=0

+ 𝜀𝑙 (1)  

 
𝜀𝑙  ~ 𝑁(0, 𝜎2)  (2)  

 

where 𝜷 = (𝛽0, 𝛽1, 𝛽2, … , 𝛽𝐼)T represents the parameter 

vector with 𝐼 + 1 dimensions of the regression model and 

𝑥𝑙0 is identical to 1. 𝜀𝑙 represents the error of the 𝑙-th 

company’s number of application from students and it 

follows a normal distribution of 𝑁(0, 𝜎2).  The parameter 

𝜷  is estimated by minimizing the residual sum of squares 

𝑆2. 

 

 

𝑆2 = ∑(𝑦𝑙 − ∑ 𝛽𝑖𝑥𝑙𝑖

𝐼

𝑖=0

)2

𝐿

𝑙=1

 (3)  

 

3. MIXTURE REGRESSION MODEL  

 
3.1 Regression Model and Mixture Model 

 
Here, when we directly apply companies’ data to a 

linear regression model shown in the section 2.2, there is a 

problem in the simplicity of the model. It is not possible to 

take into account the differences of each company’s 

relation between the number of applications and the 

recruitment activities. This is because a unique parameter 

for the explanatory variables is estimated under the 

assumption of simple linearity. In other words, in a normal 

regression model, the same linear structure between the 

number of applications and recruitment activities of each 

company is assumed regardless of the characteristic 

difference of companies. However, the relation between the 

number of applications and recruitment activities of each 

company are usually different depending on companies’ 
characteristics. For example, even if two companies carry 

out the same recruitment activities, the impact to the 

number of applications can be different. The difference is 

caused by not only basic attributes of company such as the 

industry field or the scale in terms of the number of 

employees but also external factors such as recent 

reputation or business conditions. However, since these 

factors cannot be observed in an Internet portal site, it is 

difficult to take account into the model.  

In this study, we apply a mixture regression model 

(Faria and Soromenho, 2010; Jones and McLachlan, 1992; 

Turner, 2000) which is one of latent class models. The 

latent class model allocates similar companies to the same 

latent class and a different linear regression is assumed for 

each latent class. Then, by mixing these linear regressions, 

the different structure depending on characteristics of each 

company is expressed flexibly. 

This analysis enables to figure out the relation 

between the number of applications and recruitment 

activities with taking account of latent characteristics of 

each company. Furthermore, we can conduct more accurate 

analysis about heterogeneity of recruitment activities by 

introducing latent classes for companies. Appropriate 

estimation of the latent class model leads to build a model 

that has high estimate accuracy for the number of students’ 
applications and high interpretability for the relation 

between the number of applications from students and 

recruitment activities of companies.  

Learning procedure of this model consists of 

parameter estimation of individual regression models and 

weights updated by EM algorithm. 

 
3.2 Overview of Mixture Regression Model 

 
The mixture regression model is given by a liner 

combination of probability density functions 𝑃𝑘(𝑦𝑙|𝒙𝑙) 

defined for 𝐾 latent classes, when a set of latent classes is 

defined as Z = {𝑧𝑘: 1 ≤ 𝑘 ≤ 𝐾}.  

Here, the 𝐼 + 1  dimensional parameter of the 

regression model on 𝑘 -th latent class out of 𝐾  latent 

classes is denoted by 𝜷𝑘 = (𝛽0𝑘 , 𝛽1𝑘, 𝛽2𝑘 , … , 𝛽𝐼𝑘)T. In this 

case, the mixture regression model can be represented by 

the equation (4). 

 
 

𝑃(𝑦𝑙|𝒙𝑙) =  ∑ 𝑤𝑙𝑘𝑃𝑘(𝑦𝑙|𝒙𝑙)

𝐾

𝑘=1

 (4)  

 
𝑤𝑙𝑘  denotes the weight of 𝑙-th company to 𝑘-th latent 

class. The sum of weights for all latent classes is equal to 1. 

The probability density function 𝑃𝑘(𝑦𝑙|𝒙𝑙) is the normal 

distribution assumed for each latent class and given by the 

equation (5). 

 

 

𝑃𝑘(𝑦𝑙|𝒙𝑙) =  
1

√2𝜋𝜎𝑘
2

exp(−
(𝑦𝑙 − 𝑓𝑘(𝒙𝑙))2

2𝜎𝑘
2 ) 

(5)  

 

Here, the mean 𝑓𝑘(𝒙𝑙) is represented by the equation (6). 



 

 

𝑓𝑘(𝒙𝑙) =  ∑ 𝛽𝑖𝑘𝑥𝑙𝑖

𝐼

𝑖=0

 (6)  

 
3.3 Method of Parameter Estimation 

 
In this section, we represent the way to estimate the 

parameter of regression models 𝜷𝑘 =
(𝛽0𝑘 , 𝛽1𝑘 , 𝛽2𝑘, … , 𝛽𝐼𝑘)T, weights 𝑤𝑙𝑘 and variances of each 

latent class σ𝑘
2 . For the parameter estimation, the EM 

algorithm can be applied (Dempster et al., 1977; Wedel and 

DeSarbo, 1995). The EM algorithm consists of Expectation 

(E) step and Maximization (M) step.  

In the E-step, the weight parameters 𝑤𝑙𝑘  are updated. 

It is desirable to allocate a high weight 𝑤𝑙𝑘  to the 

regression model which has high estimation accuracy for 𝑙-
th company. In the E-step, each weight 𝑤𝑙𝑘  is updated by 

the equation (7). 

 
 

𝑤𝑙𝑘 =
𝑃(𝑧𝑘)𝑃𝑘(𝑦𝑙|𝒙𝑙)

∑ 𝑃𝐾
𝑘′=1 (𝑧𝑘′)𝑃𝑘′(𝑦𝑙|𝒙𝑙)

 (7)  

 
In the M-step, the parameters of regression models 

𝜷𝑘 = (𝛽0𝑘, 𝛽1𝑘 , 𝛽2𝑘, … , 𝛽𝐼𝑘)T and variances of each latent 

class σ𝑘
2  are updated. In this model, each company is 

allocated to latent classes probabilistically and each 

regression model is estimated by using the weights 𝑤𝑙𝑘. 

The regression parameters 𝜷𝑘  are estimated by 

minimizing the residual sum of squares considering the 

weights 𝑆𝑘
2 shown in the following equation (8). 

 
 

𝑆𝑘
2 = ∑ 𝑤𝑙𝑘(𝑦𝑙 − 𝑓𝑘(𝒙𝑙))2

𝐿

𝑙=1

 (8)  

 
When estimating the parameter 𝜷𝑘, each regression model 

is learned to adapt to the high weighted data. As the result, 

it is possible to reflect the characteristics of companies to 

the parameter estimation of each regression model. 

The variances of each latent class σ𝑘
2  are estimated 

by the equation (9). In addition, 𝑃(𝑘) is calculated by the 

equation (10).  

 
 

𝜎𝑘
2 =

∑ 𝑤𝑙𝑘(𝑦𝑙 − 𝑓𝑘(𝒙𝑙))2𝐿
𝑙=1

∑ 𝑤𝑙𝑘
𝐿
𝑙=1

 (9)  

 

𝑃(𝑘) =
∑ 𝑤𝑙𝑘

𝐿
𝑙=1

𝐿
 (10)  

3.3 Algorithm of Mixture Regression Model  
 

Here, the algorithm of model construction is shown as 

follows: 

 

[Steps in mixture regression model] 

Step1) Initialize belonging probabilities of each company 

to latent classes 𝑤𝑙𝑘  (weight) randomly. 

Step2) Estimate the parameter of regression models 𝜷𝑘 for 

each latent class by minimalizing 𝑆𝑘
2 shown in the 

equation (8). 

Step3) Calculate parameters, 𝜎𝑘
2 and 𝑃(𝑘) shown in the 

equations (9)-(10) and update the weight 𝑤𝑙𝑘  by 

the equation (7) 

Step4) End if convergence condition is satisfied, otherwise 

return to Step2. 

 

4. DISCUSSION FOR APPLICSTION TO 

ACTUAL DATA  

 
4.1 Consideration of Initial Value in the Algorithm 

 
The estimation accuracy of the mixture regression 

model depends on the initial value of 𝑤𝑙𝑘 which is set in 

Step1 (Govaert and Nadif, 1996). For efficient setting of 

initial value, we introduce the aspect model (AM) as a 

method of company clustering stochastically (Hofmann, 

1999; Hofmann 1999; Hofmann and Puzicha, 1999; 

Hofmann, 2001). AM is a statistical model that assumes the 

existence of a discrete latent class among factors. 

On the other hand, because of the factors that affect 

the linear structures between recruitment activities and the 

number of applications, basic attributes of companies such 

as the industry field or the scale in terms of the number of 

employees should be considered. Therefore, we conduct 

company clustering by using basic attributes information 

stochastically. Then, the estimated belonging probabilities 

to latent classes are set as initial values of 𝑤𝑙𝑘 . As a result, 

more stable and accurate estimation of mixture regression 

model can be expected by the consideration of basic 

attributes to regression mixture model. 

 
4.2 Aspect Model 

 
Here, let the number of the basic attribute items of 

company be 𝐽 .  The 𝑗-th attribute takes a value on a 

discrete set 𝐷𝑗 = {𝑑𝑛𝑗

𝑗
: 1 ≤ 𝑛𝑗 ≤ 𝑁𝑗}. 𝑑𝑛𝑗

𝑗
 means the 𝑛𝑗-

th element of 𝑗-th basic attribute. In this case, the AM can 

be stochastically represented by the equation (11). 

 
 
 



 

Table 1: Comparison results of the absolute average error obtained by each model. 

 

 𝐾 = 2 𝐾 = 3 𝐾 = 4 𝐾 = 5 𝐾 = 6 

Piecewise linear 

regression model 
110.206 74.322 55.231 44.801 37.558 

Mixture regression 

model (random) 
103.161 59.771 45.457 41.865 37.455 

Mixture regression 

model (AM) 
103.156 55.634 50.812 40.268 36.202 

 
 𝑃(𝑑𝑛1

1 , 𝑑𝑛2
2 , … , 𝑑𝑛𝐽

𝐽 )

=  ∑ 𝑃(𝑧𝑘) ∏ 𝑃(𝑑𝑛𝑗

𝑗
|𝑧𝑘)

𝐽

𝑗=1

𝐾

𝑘=1

 
(11)  

 
In the equation (11), the parameters 𝑃(𝑧𝑘) and 𝑃(𝑑𝑛𝑗

𝑗
|𝑧𝑘)  

can be estimated by the EM algorithm. By using estimated 

values, the belonging probabilities of companies to each 

latent class are calculated by the following equation (12).  

 
 

𝑃(𝑧𝑘|𝒙′𝑙) =  
{∏ 𝑃(𝑥′𝑙𝑗|𝑧𝑘)𝐽

𝑗=1 }𝑃(𝑧𝑘)

∑ {∏ 𝑃(𝑥′𝑙𝑗|𝑧𝑘)𝐽
𝑗=1 }𝑃(𝑧𝑘)𝐾

𝑘=1

 (12)  

 
The vector that represents the basic attributes of 𝑙 -th 

company is denoted by 𝒙′𝑙 = (𝑥𝑙1, 𝑥𝑙2 , … , 𝑥𝑙𝐽) . The 

conditional probability 𝑃(𝑧𝑘|𝒙′𝑙) shows the characteristics 

of basic attributes of company. Therefore, this estimated 

probability can be utilized to set an initial value of 𝑤𝑙𝑘. 
 

5. DATA ANALYSIS FOR ACTUAL DATA  

 
In this section, we show how to apply the mixture 

regression model to actual data stored in an Internet portal 

site. For the evaluation of the model, we introduce the 

absolute average error between the estimated value and 

actual value of the number of application as estimation 

accuracy. If the prediction accuracy improves, the 

estimated model can be judged as a better model that is 

good representation of the relation between the number of 

applications and recruitment activities and the analysis 

based on this model is better from the viewpoint of 

reliability. In the section 5.3, we show a case of data 

analysis as an application of the model and discuss the 

results. 

 
5.1 Data Set and Analysis Condition  

 

In this analysis, we used the data accumulated on an 

Internet portal site which is used by university students 

who graduated from universities in 2015. We just use the 

data of about 6,000 companies whose number of 

application from students are from 100 to 1,000 in an 

Internet portal site. We use the number of applications from 

students as the objective variable and the six options about 

recruitment activities that can be taken by each company as 

explanatory variables ( 𝐼 = 6). Four variables of basic 

information of each company are used for setting an initial 

value (𝐽 =4). 

The number of latent classes 𝐾 is set as 2, 3, 4, 5 and 

6. As a comparison model, we use the piecewise linear 

regression model (Malash and El-Khaiary, 2010) with 𝐾 

(𝐾 =2, 3, 4, 5 and 6) divided regions. In the piecewise 

linear regression model, the data space is divided into 𝐾 

regions and the regression models are built for each region 

separately. For making divided regions, we use the way that 

the range of the amount of applications from students is 

equally divided into 𝐾 regions.  

As an evaluation of models, the absolute average error 

between estimated value �̂�𝑙  by using each model and 

actual value 𝑦𝑙  is used. The absolute average error is 

defined as follows: 

 
 

absolute average error =
∑ |𝑦𝑙 − �̂�𝑙|𝐿

𝑙=1 

𝐿
 (13)  

 
5.2 Evaluation of Mixture Regression Model  

 
We estimate each model and evaluate the absolute 

average error between estimated value and actual value. 

Table 1 and Figure 1 present the results of this experiment. 

The result shows average of 100 different initial values. 

 



 

 

 

Figure 1: Comparison results of the absolute average error  

obtained by each model. 

 

The interior of the parenthesis ( ) in Table 1 means the 

way to set initial values. From Table 1 and Figure 1, it can 

be seen that the mixture regression models have good 

results in terms of estimation accuracy. The mixture 

regression models represent the characteristics of 

companies well by building plural latent classes 

stochastically. In the mixture regression model, the weight 

𝑤𝑙𝑘  is learned as it takes high points if 𝑙-th company is 

suitable for 𝑘 -th regression model in the point of 

estimation of the number of applications from students. As 

a result, an accurate estimation model is built. Moreover, 

the mixture regression models whose initial values are set 

by AM show the good result in many situations. The effect 

of weight setting for latent classes which take account of 

basic attributes of companies is shown. The result suggests 

that the basic attributes of company affect the linear 

structure between the number of applications and 

recruitment activities. However, the mixture regression 

model whose initial values are set by AM is worse result 

than the normal mixture regression model when the number 

of latent classes is set as 𝐾 = 4 . This suggests that 

company clustering using basic attributes by AM is not 

conducted successfully. There is the number of latent 

classes that are not suitable for company clustering by basic 

attributes, but it is found that accurate models can be 

generally constructed by taking account with basic 

attributes of companies. 

 
5.3 Application of Mixture Regression Model  

 
Here, we discuss the interpretation about the estimated 

mixture regression model. By analyzing the result from 

estimated parameters, an analyst can set the relevant 

number of the latent classes. The number of latent classes 

𝐾 can be set to make it easier to interpret the results in 

accordance with the purpose. The estimated parameters of 

regression models are shown in the table 2. From some 

condition, the number of the latent classes is set as 𝐾 = 5 

and the initial value is set by belonging probabilities of the 

estimated AM. 

 

Table 2: Parameters of regression models estimated from  

the mixture regression model (AM). 

 

Latent class 

𝑘 

𝛽0𝑘 𝛽1𝑘 𝛽2𝑘 𝛽3𝑘 

1 153.76 -2.16 0.13 -4.05 

2 276.80 15.63 0.45 31.22 

3 372.38 22.09 -0.10 -9.30 

4 584.20 -8.23 1.53 42.99 

5 950.07 9.14 0.05 10.03 

 

Latent 

class 

𝑘 

 

𝛽4𝑘 

 

𝛽5𝑘 

 

𝛽6𝑘 

Mixture 

ratio 

𝑃(𝑧𝑘) 

1 6.07 -9.42 -7.64 0.16 

2 618.87 -26.97 -30.52 0.23 

3 -128.19 287.11 -76.11 0.26 

4 -102.20 -176.22 -74.85 0.25 

5 -234.53 -60.62 -20.75 0.10 

 

From Table 2, the parameters are different between the 

numbers of latent classes. This result shows that the 

recruitment activity that affects the number of application 

from students can be different between each latent class. 

This suggests that recruit activities for increasing the 

number of application are different for each company. 

For example, a company A has the weights 𝑤𝑙𝑘  

shown in Table3. 

 

Table 3: Estimated weights 𝑤𝑙𝑘  for a company A 

 

𝑤𝑙1 𝑤𝑙2 𝑤𝑙3 𝑤𝑙4 𝑤𝑙5 

0.00 0.00 0.24 0.00 0.76 

 

The company A has high weight values on the latent classes 

𝑧3  and 𝑧5 . When analyzing the characteristics of the 

company A, we need to focus on the latent class 𝑧3 and 𝑧5. 

By using Table 2 together, the company A can realize their 

recruitment activities’ impact for the application from 

students. 

Here, the effect vector of 𝑙-th company’s recruitment 

activities are defines as follow: 

 

 �̃�𝑙

= (∑ 𝑤𝑙1𝛽
1𝑘

𝐾

𝑘=1

, ∑ 𝑤𝑙𝑘𝛽
2𝑘

𝐾

𝑘=1

, … , ∑ 𝑤𝑙𝑘𝛽
𝐼𝑘

𝐾

𝑘=1

)T 
(14)  



 

 

From equation (14), the effect vector of the company A’s 

recruitment activities is shown by �̃�
𝑐𝑜𝑚𝑝𝑎𝑛𝑦 𝐴

=
(12.25, 0.01, 5.39, −209.01, 22.83, −34.04)T . From this 

analysis, the biggest effect of the company A’s recruitment 

activity is fifth recruitment activity. On the other hand, the 

smallest effect of the company A’s recruitment activity is 

fourth recruitment activity. By considering these results, 

cost and effort of each recruitment activity, each company 

can consider more efficient plans. 

 In summary, an analyst can get effective information 

for planning recruitment activities by analyzing regression 

parameters and weights 𝑤𝑙𝑘 of each company. 

 

6. CONCLUSION AND FUTURE WORKS 

 
In this study, we apply the mixture regression model 

for the analysis about the relation between the number of 

applications from students and recruitment activities of 

companies. In the evaluation of the applied models and data 

analysis, we show the effectiveness of estimated suitable 

latent classes for improving the estimation accuracy. It is a 

useful way to express characteristics of companies more 

flexibly by applying the regression mixture model. In 

addition, the way to set initial value is discussed and its 

effectiveness is also clarified. 

 Future works are improving estimation accuracy and 

extending this model for a method of support planning 

company’s recruitment activities. Moreover, it is desirable 

to predict the number of applications from students for the 

companies that publish information about recruitment 

newly by extension of this model. 
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APPENDIX A: EM algorithm of AM 
 

Here, we present a method to estimate the parameters 

of the AM by using the EM algorithm. 

The EM algorithm is a method for parameter 

estimation that locally maximizes the likelihood function 

for incomplete data. The EM algorithm consists of two 

steps: the Expectation (E) step and the Maximization (M) 

step. In order to estimate the parameters, these two steps 

are repeated until convergence of the log-likelihood is 

achieved. 

 

Log-likelihood function 

 

 
𝐿𝐿 = ∑ 𝛿 log 𝑃(𝑑𝑛1

1 , 𝑑𝑛2
2 , … , 𝑑𝑛𝐽

𝐽
)

𝒏

 (15)  

 

Expectation Step (E-step) 

 
 𝑃(𝑧𝑘|𝑑𝑛1

1 , 𝑑𝑛2
2 , … , 𝑑𝑛𝐽

𝐽 )

=  
𝑃(𝑧𝑘) ∏ 𝑃(𝑑𝑛𝑗

𝑗
|𝑧𝑘)𝐽

𝑗=1

∑ 𝑃(𝑧𝑘) ∏ 𝑃(𝑑𝑛𝑗

𝑗
|𝑧𝑘)

𝐽
𝑗=1𝑘

 
(16)  

 
Maximization Step (M-step) 
 
 

𝑃(𝑧𝑘) =  
∑ 𝛿𝑃(𝑧𝑘|𝑑𝑛1

1 , 𝑑𝑛2
2 , … , 𝑑𝑛𝐽

𝐽 )𝑘

∑ ∑ 𝛿𝑃 (𝑧𝑘|𝑑𝑛1
1 , 𝑑𝑛2

2 , … , 𝑑𝑛𝐽

𝐽
)𝑘𝒏

 (17)  

 
𝑃(𝑑𝑛𝑗

𝑗
|𝑧𝑘)

=  
∑ 𝛿𝑃(𝑧𝑘|𝑑𝑛1

1 , 𝑑𝑛2
2 , … , 𝑑𝑛𝐽

𝐽 )𝒏≠𝑛𝑗

∑ 𝛿𝑃(𝑧𝑘|𝑑𝑛1
1 , 𝑑𝑛2

2 , … , 𝑑𝑛𝐽

𝐽
)𝒏

 

(18)  

 𝛿

= { 
1
0

 
(event of (𝑑𝑛1

1 , 𝑑𝑛2

2 , … , 𝑑𝑛𝐽

𝐽
) is occured)

(otherwise)
 

(19)  

 
Here,  ∑𝒏 represents ∑𝑛1

∑𝑛2
… ∑𝑛𝐽

 for the sake of 

simplicity. 
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